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Purpose
The use of probability models and statistical methods for analyzing data has become 
common practice in virtually all scientific disciplines. This book attempts to provide 
a comprehensive introduction to those models and methods most likely to be encoun­
tered and used by students in their careers in engineering and the natural sciences. 
Although the examples and exercises have been designed with scientists and engi­
neers in mind, most of the methods covered are basic to statistical analyses in many 
other disciplines, so that students of business and the social sciences will also profit 
from reading the book.

Approach
Students in a statistics course designed to serve other majors may be initially skeptical 
of the value and relevance of the subject matter, but my experience is that students can 
be turned on to statistics by the use of good examples and exercises that blend their 
everyday experiences with their scientific interests. Consequently, I have worked hard 
to find examples of real, rather than artificial, data—data that someone thought was 
worth collecting and analyzing. Many of the methods presented, especially in the later 
chapters on statistical inference, are illustrated by analyzing data taken from published 
sources, and many of the exercises also involve working with such data. Sometimes 
the reader may be unfamiliar with the context of a particular problem (as indeed I 
often was), but I have found that students are more attracted by real problems with 
a somewhat strange context than by patently artificial problems in a familiar setting.

Mathematical Level
The exposition is relatively modest in terms of mathematical development. Substantial 
use of the calculus is made only in Chapter 4 and parts of Chapters 5 and 6. In par­
ticular, with the exception of an occasional remark or aside, calculus appears in the 
inference part of the book only—in the second section of Chapter 6. Matrix algebra 
is not used at all. Thus almost all the exposition should be accessible to those whose 
mathematical background includes one semester or two quarters of differential and 
integral calculus.

Content
Chapter 1 begins with some basic concepts and terminology—population, sample, 
descriptive and inferential statistics, enumerative versus analytic studies, and so on— 
and continues with a survey of important graphical and numerical descriptive methods.  
A rather traditional development of probability is given in Chapter 2, followed by prob­
ability distributions of discrete and continuous random variables in Chapters 3 and 4, 
respectively. Joint distributions and their properties are discussed in the first part of 
Chapter 5. The latter part of this chapter introduces statistics and their sampling distri­
butions, which form the bridge between probability and inference. The next three 

Preface
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chapters cover point estimation, statistical intervals, and hypothesis testing based on a  
single sample. Methods of inference involving two independent samples and paired 
data are presented in Chapter 9. The analysis of variance is the subject of Chapters 10  
and 11 (single­factor and multifactor, respectively). Regression makes its initial 
appearance in Chapter 12 (the simple linear regression model and correlation) 
and returns for an extensive encore in Chapter 13. The last three chapters develop 
chi­squared methods, distribution­free (nonparametric) procedures, and techniques 
from statistical quality control.

Helping Students Learn
Although the book’s mathematical level should give most science and engineering 
students little difficulty, working toward an understanding of the concepts and gaining 
an appreciation for the logical development of the methodology may sometimes 
require substantial effort. To help students gain such an understanding and appreci­
ation, I have provided numerous exercises ranging in difficulty from many that 
involve routine application of text material to some that ask the reader to extend 
concepts discussed in the text to somewhat new situations. There are many more 
exercises than most instructors would want to assign during any particular course, 
but I recommend that students be required to work a substantial number of them. In 
a problem­solving discipline, active involvement of this sort is the surest way to 
identify and close the gaps in understanding that inevitably arise. Answers to most 
odd­numbered exercises appear in the answer section at the back of the text. In 
addition, a Student Solutions Manual, consisting of worked­out solutions to virtu­
ally all the odd­numbered exercises, is available.

To access additional course materials and companion resources, please visit 
www.cengagebrain.com. At the CengageBrain.com home page, search for the ISBN 
of your title (from the back cover of your book) using the search box at the top of 
the page. This will take you to the product page where free companion resources can 
be found.

New for This Edition
  The major change for this edition is the elimination of the rejection region 
approach to hypothesis testing. Conclusions from a hypothesis­testing analysis 
are now based entirely on P­values. This has necessitated completely rewriting 
Section 8.1, which now introduces hypotheses and then test procedures based on 
P­values. Substantial revision of the remaining sections of Chapter 8 was then 
required, and this in turn has been propagated through the hypothesis­testing 
sections and subsections of Chapters 9–15. 

  Many new examples and exercises, almost all based on real data or actual 
problems.  Some of these scenarios are less technical or broader in scope than 
what has been included in previous editions—for example, investigating the 
nocebo effect (the inclination of those told about a drug’s side effects to experi­
ence them), comparing sodium contents of cereals produced by three different 
manufacturers, predicting patient height from an easy­to­measure anatomical 
characteristic, modeling the relationship between an adolescent mother’s age 
and the birth weight of her baby, assessing the effect of smokers’ short­term 
abstinence on the accurate perception of elapsed time, and exploring the impact 
of phrasing in a quantitative literacy test.

  More examples and exercises in the probability material (Chapters 2–5) are based 
on information from published sources.
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  The exposition has been polished whenever possible to help students gain a better 
intuitive understanding of various concepts. 
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1

Overview and 
Descriptive Statistics 1

IntroductIon

Statistical concepts and methods are not only useful but indeed often indis­

pensable in understanding the world around us. They provide ways of gaining 

new insights into the behavior of many phenomena that you will encounter in 

your chosen field of specialization in engineering or science.

The discipline of statistics teaches us how to make intelligent judgments 

and  informed decisions in the presence of uncertainty and variation. Without 

uncertainty or variation, there would be little need for statistical methods or stat­

isticians. If every component of a particular type had exactly the same lifetime, if 

all resistors produced by a certain manufacturer had the same resistance value, 

“I took statistics at business school, and it was a transformative 
experience.  Analytical training gives you a skill set that differen­
tiates you from most people in the labor market.”
—LaszLo Bock, senior Vice President of PeoPLe oPerations (in charge of aLL hiring) at 
googLe 

April 20, 2014, The New York Times, interview with columnist Thomas Friedman

“I am not much given to regret, so I puzzled over this one a while. 
Should have taken much more statistics in college, I think.”
—Max LeVchin, PayPaL co-founder, sLide founder

Quote of the week from the Web site of the American Statistical Association on 
November 23, 2010

“I keep saying that the sexy job in the next 10 years will be statisti­
cians, and I’m not kidding.”
—Hal Varian, CHief eConomist at GooGle

August 6, 2009, The New York Times
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2 Chapter 1 Overview and Descriptive Statistics

if pH determinations for soil specimens from a particular locale gave identical 

results, and so on, then a single observation would reveal all desired information.

An interesting manifestation of variation appeared in connection with 

determining the “greenest” way to travel. The article “Carbon Conundrum” 

(Consumer Reports, 2008: 9) identified organizations that help consumers 

calculate carbon output. The following results on output for a flight from New 

York to Los Angeles were reported:

Carbon Calculator CO2 (lb)

Terra Pass 1924

Conservation International 3000

Cool It 3049

World Resources Institute/Safe Climate 3163

National Wildlife Federation 3465

Sustainable Travel International 3577

Native Energy 3960

Environmental Defense 4000

Carbonfund.org 4820

The Climate Trust/CarbonCounter.org 5860

Bonneville Environmental Foundation 6732

There is clearly rather substantial disagreement among these calculators 

as to exactly how much carbon is emitted, characterized in the article as “from 

a ballerina’s to Bigfoot’s.” A website address was provided where readers could 

learn more about how the various calculators work.

How can statistical techniques be used to gather information and draw 

conclusions? Suppose, for example, that a materials engineer has developed a 

coating for retarding corrosion in metal pipe under specified circumstances. If 

this coating is applied to different segments of pipe, variation in environmental 

conditions and in the segments themselves will result in more substantial corro­

sion on some segments than on others. Methods of statistical analysis could be 

used on data from such an experiment to decide whether the average amount 

of corrosion exceeds an upper specification limit of some sort or to predict how 

much corrosion will occur on a single piece of pipe.

Alternatively, suppose the engineer has developed the coating in the belief 

that it will be superior to the currently used coating. A comparative experiment 

could be carried out to investigate this issue by applying the current coating to 

some segments of pipe and the new coating to other segments. This must be done 

with care lest the wrong conclusion emerge. For example, perhaps the average 

amount of corrosion is identical for the two coatings. However, the new coating 

may be applied to segments that have superior ability to resist corrosion and under 

less stressful environmental conditions compared to the segments and  conditions 

for the current coating. The investigator would then likely observe a difference 
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1.1 populations, Samples, and processes 3

between the two coatings attributable not to the coatings themselves, but just to 

extraneous variation. Statistics offers not only methods for analyzing the results of 

experiments once they have been carried out but also suggestions for how experi­

ments can be performed in an efficient manner to mitigate the effects of variation 

and have a better chance of producing correct conclusions.

Engineers and scientists are constantly exposed to collections of facts, or data, both 
in their professional capacities and in everyday activities. The discipline of statistics 
provides methods for organizing and summarizing data and for drawing conclusions 
based on information contained in the data.

An investigation will typically focus on a well-defined collection of objects 
constituting a population of interest. In one study, the population might consist of 
all gelatin capsules of a particular type produced during a specified period. Another 
investigation might involve the population consisting of all individuals who received 
a B.S. in engineering during the most recent academic year. When desired informa-
tion is available for all objects in the population, we have what is called a census. 
Constraints on time, money, and other scarce resources usually make a census 
impractical or infeasible. Instead, a subset of the population—a sample—is selected 
in some prescribed manner. Thus we might obtain a sample of bearings from a par-
ticular production run as a basis for investigating whether bearings are conforming to 
manufacturing specifications, or we might select a sample of last year’s engineering 
graduates to obtain feedback about the quality of the engineering curricula.

We are usually interested only in certain characteristics of the objects in a pop-
ulation: the number of flaws on the surface of each casing, the thickness of each capsule 
wall, the gender of an engineering graduate, the age at which the individual graduated, 
and so on. A characteristic may be categorical, such as gender or type of malfunction, 
or it may be numerical in nature. In the former case, the value of the  characteristic is 
a category (e.g., female or insufficient solder), whereas in the latter case, the value is a 
number (e.g., age 5 23 years or diameter 5 .502 cm). A variable  is any characteristic 
whose value may change from one object to another in the  population. We shall initially 
denote variables by lowercase letters from the end of our alphabet. Examples include

 x 5 brand of calculator owned by a student

 y 5 number of visits to a particular Web site during a specified period

 z 5 braking distance of an automobile under specified conditions

Data results from making observations either on a single variable or simultaneously 
on two or more variables. A univariate data set consists of observations on a single 
variable. For example, we might determine the type of transmission, automatic (A) 
or manual (M), on each of ten automobiles recently purchased at a certain dealer-
ship, resulting in the categorical data set

M A A A M A A M A A

The following sample of pulse rates (beats per minute) for patients recently admitted 
to an adult intensive care unit is a numerical univariate data set:

88 80 71 103 154 132 67 110 60 105

 1.1 Populations, Samples, and Processes
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4 Chapter 1 Overview and Descriptive Statistics

We have bivariate data when observations are made on each of two variables. Our 
data set might consist of a (height, weight) pair for each basketball player on a 
team, with the first observation as (72, 168), the second as (75, 212), and so on. If 
an engineer determines the value of both x 5 component lifetime and y 5 reason 
for component failure, the resulting data set is bivariate with one variable numeri-
cal and the other categorical. Multivariate data arises when observations are made 
on more than one variable (so bivariate is a special case of multivariate). For exam-
ple,  a research physician might determine the systolic blood pressure, diastolic blood 
pressure, and serum cholesterol level for each patient participating in a study. 
Each  observation would be a triple of numbers, such as (120, 80,  146). In  many 
multivariate data sets, some variables are numerical and others are categorical. Thus 
the annual automobile issue of Consumer Reports gives values of such variables as 
type of vehicle (small, sporty, compact, mid-size, large), city fuel efficiency (mpg), 
highway fuel efficiency (mpg), drivetrain type (rear wheel, front wheel, four 
wheel), and so on.

Branches of Statistics
An investigator who has collected data may wish simply to summarize and describe 
important features of the data. This entails using methods from descriptive statistics. 
Some of these methods are graphical in nature; the construction of histograms,  boxplots, 
and scatter plots are primary examples. Other descriptive methods involve calculation of 
numerical summary measures, such as means, standard  deviations, and correlation coef-
ficients. The wide availability of statistical computer software packages has made these 
tasks much easier to carry out than they used to be. Computers are much more efficient 
than human beings at calculation and the creation of pictures (once they have received 
appropriate instructions from the user!). This means that the investigator doesn’t have 
to expend much effort on “grunt work” and will have more time to study the data and 
extract important messages. Throughout this book, we will present output from various 
packages such as Minitab, SAS, JMP, and R. The R software can be downloaded without 
charge from the site http://www.r-project.org. It has achieved great popularity in the 
statistical community, and many books describing its various uses are available (it does 
entail programming as opposed to the pull-down menus of Minitab and JMP). 

Charity is a big business in the United States. The Web site charitynavigator.com 
gives information on roughly 6000 charitable organizations, and there are many 
smaller charities that fly below the navigator’s radar screen. Some charities operate 
very efficiently, with fundraising and administrative expenses that are only a small 
percentage of total expenses, whereas others spend a high percentage of what they 
take in on such activities. Here is data on fundraising expenses as a percentage of 
total expenditures for a random sample of 60 charities:

6.1 12.6 34.7 1.6 18.8 2.2 3.0 2.2 5.6 3.8
2.2 3.1 1.3 1.1 14.1 4.0 21.0 6.1 1.3 20.4
7.5 3.9 10.1 8.1 19.5 5.2 12.0 15.8 10.4 5.2
6.4 10.8 83.1 3.6 6.2 6.3 16.3 12.7 1.3 0.8
8.8 5.1 3.7 26.3 6.0 48.0 8.2 11.7 7.2 3.9

15.3 16.6 8.8 12.0 4.7 14.7 6.4 17.0 2.5 16.2

Without any organization, it is difficult to get a sense of the data’s most prominent 
features—what a typical (i.e., representative) value might be, whether values are 
highly concentrated about a typical value or quite dispersed, whether there are any 
gaps in the data, what fraction of the values are less than 20%, and so on. Figure 1.1 

ExamplE 1.1  

Copyright 2016 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).

Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



1.1 populations, Samples, and processes 5

shows what is called a stem-and-leaf display as well as a histogram. In Section 1.2 
we will discuss construction and interpretation of these data summaries. For the 
moment, we hope you see how they begin to describe how the percentages are dis-
tributed over the range of possible values from 0 to 100. Clearly a substantial major-
ity of the charities in the sample spend less than 20% on fundraising, and only a few 
percentages might be viewed as beyond the bounds of sensible practice. ■

Having obtained a sample from a population, an investigator would frequently 
like to use sample information to draw some type of conclusion (make an inference 
of some sort) about the population. That is, the sample is a means to an end rather 
than an end in itself. Techniques for generalizing from a sample to a population are 
gathered within the branch of our discipline called inferential statistics.

Material strength investigations provide a rich area of application for statistical meth ods. 
The article “Effects of Aggregates and Microfillers on the Flexural Properties of 
Concrete” (Magazine of Concrete Research, 1997: 81–98) reported on a study of 
strength properties of high-performance concrete obtained by using superplasticizers 
and  certain binders. The compressive strength of such concrete had previously 
been investigated, but not much was known about flexural strength (a measure of 
ability  to resist failure in bending). The accompanying data on flexural strength (in 
MegaPascal,  MPa, where 1 Pa (Pascal) 5 1.45 3 1024 psi) appeared in the article 
cited:

5.9 7.2 7.3 6.3 8.1 6.8 7.0 7.6 6.8 6.5 7.0 6.3 7.9 9.0

8.2 8.7 7.8 9.7 7.4 7.7 9.7 7.8 7.7 11.6 11.3 11.8 10.7

Suppose we want an estimate of the average value of flexural strength for all beams 
that could be made in this way (if we conceptualize a population of all such beams, 
we are trying to estimate the population mean). It can be shown that, with a high 
degree of confidence, the population mean strength is between 7.48 MPa and 
8.80 MPa; we call this a confidence interval or interval estimate. Alternatively, this 
data could be used to predict the flexural strength of a single beam of this type. With 
a high degree of confidence, the strength of a single such beam will exceed 
7.35 MPa; the number 7.35 is called a lower prediction bound. ■

ExamplE 1.2  
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Figure 1.1 A Minitab stem-and-leaf display (tenths digit truncated) and histogram for the charity 
fundraising  percentage data
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6 Chapter 1 Overview and Descriptive Statistics

The main focus of this book is on presenting and illustrating methods of 
inferential statistics that are useful in scientific work. The most important types 
of inferential procedures—point estimation, hypothesis testing, and estimation by 
confidence intervals—are introduced in Chapters 6–8 and then used in more com-
plicated settings in Chapters 9–16. The remainder of this chapter presents methods 
from descriptive statistics that are most used in the development of inference.

Chapters 2–5 present material from the discipline of probability. This mate-
rial ultimately forms a bridge between the descriptive and inferential techniques. 
Mastery of probability leads to a better understanding of how inferential procedures 
are developed and used, how statistical conclusions can be translated into everyday 
language and interpreted, and when and where pitfalls can occur in applying the 
methods. Probability and statistics both deal with questions involving populations 
and samples, but do so in an “inverse manner” to one another.

In a probability problem, properties of the population under study are 
assumed known (e.g., in a numerical population, some specified distribution of the 
population values may be assumed), and questions regarding a sample taken from 
the population are posed and answered. In a statistics problem, characteristics of a 
sample are available to the experimenter, and this information enables the experi-
menter to draw conclusions about the population. The relationship between the 
two disciplines can be summarized by saying that probability reasons from the popu-
lation to the sample (deductive reasoning), whereas inferential statistics rea sons from 
the sample to the population (inductive reasoning). This is illustrated in Figure 1.2.

Population

Probability

Inferential
statistics

Sample

Figure 1.2 The relationship between probability and inferential statistics

Before we can understand what a particular sample can tell us about the popu-
lation, we should first understand the uncertainty associated with taking a sample 
from a given population. This is why we study probability before statistics.

As an example of the contrasting focus of probability and inferential statistics, con-
sider drivers’ use of manual lap belts in cars equipped with automatic shoulder belt 
systems. (The article “Automobile Seat Belts: Usage Patterns in Automatic Belt 
Systems,” Human Factors, 1998: 126–135, summarizes usage data.) In probability, 
we might assume that 50% of all drivers of cars equipped in this way in a certain 
metropolitan area regularly use their lap belt (an assumption about the population), 
so we might ask, “How likely is it that a sample of 100 such drivers will include at 
least 70 who regularly use their lap belt?” or “How many of the drivers in a sample 
of size 100 can we expect to regularly use their lap belt?” On the other hand, in infer-
ential statistics, we have sample information available; for example, a sample of 100 
drivers of such cars revealed that 65 regularly use their lap belt. We might then ask, 
“Does this provide substantial evidence for concluding that more than 50% of all 
such drivers in this area regularly use their lap belt?” In this latter scenario, we are 
attempting to use sample information to answer a question about the structure of the 
entire population from which the sample was selected. ■

In the foregoing lap belt example, the population is well defined and concrete: all 
drivers of cars equipped in a certain way in a particular metropolitan area. In Example 
1.2, however, the strength measurements came from a sample of prototype beams that 

ExamplE 1.3  
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1.1 populations, Samples, and processes 7

had not been selected from an existing population. Instead, it is conven ient to think of 
the population as consisting of all possible strength measurements that might be made 
under similar experimental conditions. Such a population is referred to as a conceptual 
or hypothetical population. There are a number of prob lem situations in which we fit 
questions into the framework of inferential statistics by conceptualizing a population.

the Scope of Modern Statistics
These days statistical methodology is employed by investigators in virtually all dis-
ciplines, including such areas as

● molecular biology (analysis of microarray data)

● ecology (describing quantitatively how individuals in various animal and plant 
populations are spatially distributed)

● materials engineering (studying properties of various treatments to retard corrosion)

● marketing (developing market surveys and strategies for marketing new products)

● public health (identifying sources of diseases and ways to treat them)

● civil engineering (assessing the effects of stress on structural elements and the 
impacts of traffic flows on communities)

As you progress through the book, you’ll encounter a wide spectrum of different sce-
narios in the examples and exercises that illustrate the application of techniques from 
probability and statistics. Many of these scenarios involve data or other material 
extracted from articles in engineering and science journals. The methods presented 
herein have become established and trusted tools in the arsenal of those who work with 
data. Meanwhile, statisticians continue to develop new models for describing  rand-
omness, and uncertainty and new methodology for analyzing data. As evidence of 
the continuing creative efforts in the statistical community, here are titles and capsule 
descriptions of some articles that have recently appeared in statistics journals (Journal 
of the American Statistical Association is abbreviated JASA, and AAS is short for the 
Annals of Applied Statistics, two of the many prominent journals in the discipline):

● “How Many People Do You Know? Efficiently Estimating Personal 
Network Size” (JASA, 2010: 59–70): How many of the N individuals at your 
college do you know? You could select a random sample of students from the 
population and use an estimate based on the fraction of people in this sam-
ple that you know. Unfortunately this is very inefficient for large populations 
because the fraction of the population someone knows is typically very small. A 
“latent mixing model” was proposed that the authors asserted remedied deficien-
cies in previously used techniques. A simulation study of the method’s effec-
tiveness based on groups consisting of first names (“How many people named 
Michael do you know?”) was included as well as an application of the method to 
actual survey data. The article concluded with some practical guidelines for the 
construction of future surveys designed to estimate social network size.

● “Active Learning Through Sequential Design, with Applications to the 
Detection of Money Laundering” (JASA, 2009: 969–981): Money launder-
ing involves concealing the origin of funds obtained through illegal activities. 
The huge number of transactions occurring daily at financial institutions makes 
detection of money laundering difficult. The standard approach has been to 
extract various summary quantities from the transaction history and conduct a 
time-consuming investiga tion of suspicious activities. The article proposes a 
more efficient statistical method and illustrates its use in a case study.

Copyright 2016 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).

Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



8 Chapter 1 Overview and Descriptive Statistics

● “Robust Internal Benchmarking and False Discovery Rates for Detecting 
Racial Bias in Police Stops” (JASA, 2009: 661–668): Allegations of police 
actions that are attributable at least in part to racial bias have become a contentious 
issue in many communities. This article proposes a new method that is designed 
to reduce the risk of flagging a substantial number of “false positives” (individuals 
falsely identified as manifesting bias). The method was applied to data on 500,000 
pedestrian stops in New York City in 2006; of the 3000 officers regu larly involved 
in pedestrian stops, 15 were identified as having stopped a sub stantially greater frac-
tion of Black and Hispanic people than what would be predicted were bias absent.

● “Records in Athletics Through Extreme Value Theory” (JASA, 2008: 
1382–1391): The focus here is on the modeling of extremes related to world 
records in athletics. The authors start by posing two questions: (1) What is the 
ultimate world record within a specific event (e.g., the high jump for women)? 
and (2) How “good” is the current world record, and how does the quality of 
current world records compare across different events? A total of 28 events 
(8 running, 3 throwing, and 3 jumping for both men and women) are consid-
ered. For example, one conclusion is that only about 20 seconds can be shaved 
off the men’s marathon record, but that the current women’s marathon record 
is almost 5 minutes longer than what can ultimately be achieved. The method-
ology also has applications to such issues as ensuring airport runways are long 
enough and that dikes in Holland are high enough.

● “Self-Exciting Hurdle Models for Terrorist Activity” (AAS, 2012: 106–124): The 
authors developed a predictive model of terrorist activity by considering the daily 
number of terrorist attacks in Indonesia from 1994 through 2007. The model esti-
mates the chance of future attacks as a function of the times since past attacks. One 
feature of the model considers the excess of nonattack days coupled with the pres-
ence of multiple coordinated attacks on the same day. The article provides an inter-
pretation of various model characteristics and assesses its predictive performance.

● “Prediction of Remaining Life of Power Transformers Based on Left 
Truncated and Right Censored Lifetime Data” (AAS, 2009: 857–879): There 
are roughly 150,000 high-voltage power transmission transformers in the United 
States. Unexpected failures can cause substantial economic losses, so it is impor-
tant to have predictions for remaining lifetimes. Relevant data can be complicated 
because lifetimes of some transformers extend over several decades during which 
records were not necessarily complete. In particular, the authors of the article use 
data from a certain energy company that began keeping careful records in 1980. 
But some transformers had been installed before January 1, 1980, and were still 
in service after that date (“left truncated” data), whereas other units were still in 
service at the time of the investigation, so their complete lifetimes are not available 
(“right censored” data). The article describes various procedures for obtaining an 
interval of plausible values (a prediction interval) for a remaining lifetime and for 
the cumulative number of failures over a specified time period.

● “The BARISTA: A Model for Bid Arrivals in Online Auctions” (AAS, 2007: 
412–441): Online auctions such as those on eBay and uBid often have character-
istics that differentiate them from traditional auctions. One particularly important 
difference is that the number of bidders at the outset of many traditional auctions 
is fixed, whereas in online auctions this number and the number of resulting bids 
are not predetermined. The article proposes a new BARISTA (for Bid ARrivals 
In STAges) model for describing the way in which bids arrive online. The model 
allows for higher bidding intensity at the outset of the auction and also as the 
auction comes to a close. Various properties of the model are investigated and 
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then validated using data from eBay.com on auctions for Palm M515 personal 
assistants, Microsoft Xbox games, and Cartier watches.

● “Statistical Challenges in the Analysis of Cosmic Microwave Background 
Radiation” (AAS, 2009: 61–95): The cosmic microwave background (CMB) 
is a significant source of information about the early history of the universe. Its 
radiation level is uniform, so extremely delicate instruments have been developed 
to measure fluctuations. The authors provide a review of statistical issues with 
CMB data analysis; they also give many examples of the application of statistical 
procedures to data obtained from a recent NASA satellite mission, the Wilkinson 
Microwave Anisotropy Probe.

Statistical information now appears with increasing frequency in the popular media, 
and occasionally the spotlight is even turned on statisticians. For example, the Nov. 23, 
2009, New York Times reported in an article “Behind Cancer Guidelines, Quest for 
Data” that the new science for cancer investigations and more sophisticated methods 
for data analysis spurred the U.S. Preventive Services task force to re-examine guide-
lines for how frequently middle-aged and older women should have mammograms. 
The panel commissioned six independent groups to do statistical modeling. The 
result was a new set of conclusions, including an assertion that mammograms every 
two years are nearly as beneficial to patients as annual mammograms, but confer only 
half the risk of harms. Donald Berry, a very prominent biostatistician, was quoted as 
saying he was pleasantly surprised that the task force took the new research to heart in 
making its recommendations. The task force’s report has generated much controversy 
among cancer organizations, politicians, and women themselves.

It is our hope that you will become increasingly convinced of the importance 
and relevance of the discipline of statistics as you dig more deeply into the book and 
the subject. Hopefully you’ll be turned on enough to want to continue your statistical 
education beyond your current course.

Enumerative Versus Analytic Studies
W. E. Deming, a very influential American statistician who was a moving force in 
Japan’s quality revolution during the 1950s and 1960s, introduced the distinction 
between enumerative studies and analytic studies. In the former, interest is focused 
on a finite, identifiable, unchanging collection of individuals or objects that make up 
a population. A sampling frame—that is, a listing of the individuals or objects to be 
sampled—is either available to an investigator or else can be constructed. For exam-
ple, the frame might consist of all signatures on a petition to qualify a certain initia-
tive for the ballot in an upcoming election; a sample is usually selected to ascertain 
whether the number of valid signatures exceeds a specified value. As another 
example, the frame may contain serial numbers of all furnaces manufactured by a 
particular company during a certain time period; a sample may be selected to infer 
something about the average lifetime of these units. The use of inferential methods 
to be developed in this book is reasonably noncontroversial in such settings (though 
statisticians may still argue over which particular methods should be used).

An analytic study is broadly defined as one that is not enumerative in nature. Such 
studies are often carried out with the objective of improving a future product by taking 
action on a process of some sort (e.g., recalibrating equipment or adjusting the level of 
some input such as the amount of a catalyst). Data can often be obtained only on an 
existing process, one that may differ in important respects from the future process. There 
is thus no sampling frame listing the individuals or objects of interest. For example, a 
sample of five turbines with a new design may be experimentally manufactured and 
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